
Vol.:(0123456789)1 3

Physical and Engineering Sciences in Medicine 
https://doi.org/10.1007/s13246-023-01338-0

SCIENTIFIC PAPER

Innovative aberration correction in ultrasound diagnostics with direct 
phase estimation for enhanced image quality

Denis Leonov1,2   · Nicholas Kulberg3   · Tatyana Yakovleva3   · Polina Solovyova2 · 
José Francisco Silva Costa‑Júnior4   · Manob Jyoti Saikia5 

Received: 6 December 2022 / Accepted: 12 September 2023 
© Australasian College of Physical Scientists and Engineers in Medicine 2023

Abstract
The paper addresses a crucial challenge in medical radiology and introduces a novel general approach, which utilises applied 
mathematics and information technology techniques, for aberration correction in ultrasound diagnostics. Ultrasound imaging 
of inhomogeneous media inherently suffers from variations in ultrasonic speed between tissue. The characteristics of aber-
rations are unique to each patient due to tissue morphology. This study proposes a new phase aberration correction method 
based on the Fourier transform and leveraging of the synthetic aperture mode. The proposed method enables correction after 
the emission and reception of ultrasonic wave, allowing for the estimation of aberration profiles for different parts of the sono-
gram. To demonstrate the method’s performance, this study included the conducting of experiments using a commercially 
available quality control phantom, an ex-vivo temporal human bone, and specially designed distortion layers. At a frequency 
of 2 MHz, the experiments demonstrated an increase of two-and-three-quarters in echo signal intensity and a decrease of 
nearly two-fold in the width of the angular distribution compared to the pre-correction state. However, it is important to 
note that the implementation of the method has a limitation, as it requires an aperture synthesis mode and access to raw RF 
data, which restricts use in common scanners. To ensure the reproducibility of the results, this paper provides public access 
to an in-house C +  + code for aberration correction following the proposed method, as well as the dataset used in this study.
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Introduction

It has been demonstrated that the unavoidable presence of 
distortion in diagnostic images has represented a significant 
bottleneck concerning increasing the quality of diagnostic 
capability in medical radiology devices. These distortions, 
are caused by aberrations in the signal being visualised. This 
paper considers this problem specifically in the context of 
ultrasound diagnostics, which widely regarded as the most 
commonly used modality in medical radiology.

The skull’s thickness and density vary from patient to 
patient. The presence of these a priori unknown structural 
inhomogeneities leads to inevitable distortions of the beam 
and a poor diagnostic ultrasound image. Thus, as shown in 
ref. [1], ultrasound echo-signal aberrations were revealed 
based on the evaluation of the beam’s width and compar-
ing this parameter with its theoretically calculated value. 
However, revealing the presence of aberrations alone does 
not improve focusing quality. After being revealed, aberra-
tions should also be corrected. Therefore, this paper presents 
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a general approach to correcting aberrations and uses the 
previously reported detection approach [1] to estimate the 
degree of correction. This novel approach is based on the 
Fourier transform technique for extraction of phase informa-
tion for aberration correction [2–4]. Phase aberrations are 
distortions of the wavefront that occur due to differences 
in wave propagation speeds in inhomogeneous media. The 
presence of phase aberrations leads to poor spatial and con-
trast resolutions [5]. At a higher frequency, phase aberra-
tions and ultrasound attenuation become more prominent. 
Therefore, lower frequencies are preferable, although lower 
frequencies result in widening of the focal spot and decreas-
ing of the resolution.

To achieve better image quality, phase aberration correc-
tion methods are necessary. Several correction methods were 
proposed, based on time-shift [6, 7] and a wavefront reversal 
technique [8]. However, these methods require either the 
presence of bright point reflectors or a point source in the 
focal area [9]. This can be achieved by introducing a min-
iature source such as contrast agent bubbles through blood 
vessels [10, 11] or cavitation bubbles [12]. As introducing a 
source within the human body can be challenging and some-
times impossible, several additional aberration correction 
techniques were proposed.

Philips et al. [13] and Vignon et al. [14] placed a second 
transducer on the other side of the body part; thus, they were 
able to correct the region of interest (ROI) lying on the axis 
between both probes. Later, Lindsey and Smith [15] repro-
duced a method for obtaining 3D Doppler ultrasound images 
of blood flow in the circle of Willis. One of the implementa-
tion variants of this method [16] was used in our study as 
a reference method. However, placing probes on both sides 
of the body part does not allow for optimal focus on every 
existing point inside the frame, which makes the approach 
unsuitable for heterogeneous media. These methods rely on 
the unrealistic assumption that the phase delays induced by 
aberrations do not change over the entire field of view, but 
they can still serve as a sound approximation regardless of 
the limitations.

Other noninvasive methods have been proposed in the 
literature. These methods include measuring the resonant 
frequency for specific skull thickness [2], determining the 
optimal transmission frequency [3, 4], and 3D printing 
an acoustic lens to compensate for aberrations [17, 18]. 
Researchers then recognised the potential of computed 
tomography (CT) and magnetic resonance imaging (MRI) 
in determining the acoustic properties of the skull, leading to 
proposals for a new set of noninvasive methods [2, 19, 20]. 
In ref. [19], CT images were used to determine the density, 
thickness, and absorption coefficient of the human skull. 
This information was incorporated into a 3D finite differ-
ence numerical simulation along with a time reversal method 
to correct for phase and amplitude aberrations induced by 

the skull. In essence, the computer simulation eliminated 
the need for an ultrasonic source at the focal point of the 
transducer.. Instead, a virtual point-like source was used, 
emitting a pulse that was numerically propagated through 
the skull to the transducer via the finite difference method. 
Subsequently, the recorded signals were reversed in time 
and reemitted. In summary, these advancements in computer 
simulation offer promising alternatives to traditional meth-
ods, bypassing the need for physical ultrasonic sources and 
enabling accurate corrections for aberrations in noninvasive 
ultrasound imaging.

The current study investigates the drawbacks of the 
described techniques and proposes a new method to cor-
rect phase aberrations. The initial step of the new method 
was the previously reported approach [1] to detect the pres-
ence of aberrations. These aberrations were then corrected 
by calculating the phase spectrum and applying appropriate 
delays during beamforming. To detect the presence of aber-
rations, our approach created virtual point sources, thereby 
enabling correction regardless of the presence of the real 
sources or bright reflectors. These virtual point sources were 
employed to assess the quality of focus. When the focus-
ing was fine, meaning that aberrations were absent, the vir-
tual point sources appeared as sharp dots on a sonogram. 
However, when aberrations were present, the virtual point 
sources became blurry, characterised by a wider and less 
bright appearance. If the sources appeared blurry, aberra-
tion correction was applied, resulting in a new ultrasound 
image with corrected phase. By implementing this method, 
we aimed to overcome the drawbacks of previous techniques 
and improve the accuracy of phase aberration correction in 
ultrasound imaging.

A recent approach, proposed by Lambert et al. [21], 
also utilised virtual sources for aberration correction. They 
introduced a distortion matrix approach, which can over-
come the limitations of dual probe correction [14]. This 
current paper can thus be seen as a further development 
of the method presented by Lambert et al. For the opera-
tion of this method, a special diagnostic scanning scheme 
was used in synthetic aperture mode. Using this scheme, 
the Fourier transform of the aperture function was cre-
ated in the focal plane. The aperture function represents 
the intensity of the signal passing through the aperture, 
which makes it possible to estimate aberration profiles 
separately for different parts of the sonogram. The prin-
ciple of aperture synthesis, as implemented in this study, 
means that pulses are emitted sequentially by each ele-
ment but received by all probe elements simultaneously. 
This allows for the setting of any required focal lengths 
by changing the corresponding delays of the preliminarily 
stored unfocused signals. The performance of the aberra-
tion correction method proposed in this study was evalu-
ated by comparing the intensity of the echo signal and 
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the width of the angular distribution (which represents 
the dependency of the echo signal intensity on the angle 
of inclination) obtained using the proposed method with 
those obtained using the reference method [16]. Addition-
ally, experimental results at 2 MHz carrier frequency using 
an ATS phantom, an ex-vivo temporal bone, and specially 
designed distortion layers were presented.

Materials and methods

Principles of synthetic‑aperture imaging

The synthetic aperture method, unlike conventional beam-
forming, where only one or a few focal depths are achieved, 
can provide multiple focal depths and finer resolution [22]. 
This method implements a scanning sequence where a sin-
gle element emits a signal and multiple elements simul-
taneously receive echoes of this signal, then the sequence 
repeats for the next element and so on until every element 
has completed emitting a signal. This generates an unfo-
cused dataset, which can be used to mathematically focus 
on each spatial point by performing coherent summation. 
Moreover, this method offers the flexibility to focus dur-
ing the post-processing stage, which is essential for aber-
ration correction techniques. In our method of aberration 
correction, we used a variation of synthetic aperture imag-
ing, which treats focal positions as virtual point sources, as 
first proposed in ref. [23]. This method is effective even for 
purely virtual sources, regardless of the existence of a real 
source or a strong reflector, thus, eliminating the need for 
reflectors such as a wire inside a phantom.

Proposed method for aberration correction

The proposed method for aberration correction is schemati-
cally illustrated in Fig. 1. A scanning process is conducted 
in synthetic aperture mode [24], and, subsequently, a region 
of interest (ROI) is selected. This process generates a set 
of unfocused data, which is then transferred to a personal 
computer. Data processing on a computer has two steps. An 
algorithm, presented in the section “Automatic detection 
of the presence of aberrations in sonograms”, performs the 
first step of the processing. This algorithm detects aberra-
tions in ultrasound images without human intervention. A 
new algorithm, presented in the section “Estimation of the 
phase delays compensating for aberrations”, performs the 
second step of processing. The aim of this algorithm is to 
estimate phase delays, which are then used to compensate 
for aberrations. Finally, a high-quality image of the ROI is 
constructed, as shown in Fig. 1.

Automatic detection of the presence of aberrations 
in sonograms

The proposed method of aberration correction utilises a spe-
cialised diagnostic scanning scheme to create virtual point 
sources, allowing for the estimation of aberrations regardless 
of the presence of real point reflectors. The scanning unit 
creates these sources by focusing on a single spatial point 
during transmission while scanning the entire frame dur-
ing reception [1]. To detect the presence of aberrations, the 
angle of the transmitted beam should be aligned and fixed in 
such a way that it passes through the centre of the selected 
ROI. The resulting frame exhibits a single point spread func-
tion in the focal area. This point spread function is sharper 
in the absence of aberrations and blurs in their presence.

In practice, to reduce the impact of speckle noise, data 
were accumulated from multiple virtual point spread func-
tions located along the beam. The resulting image appeared 
as the brightest possible line along the beam if there were 
no aberrations. This corresponded to the angle chosen for 
the transmitter beam. As shown in the comparison of the 
branches in the “Is there a distorting layer?” section in Fig. 1, 
the presence of aberrations widened the line and blurred the 
brightest area. This widening of the line and blurring of the 
brightest area occurred because the presence of aberrations 
widens both the transmitter and receiver beams. This widen-
ing was automatically compared with the theoretical width 
of the point spread function in the absence of aberrations. 
If the estimated width of the virtual point spread function 
exceeded the linked theoretical width threshold, then the 
correction procedure was conducted. A detailed explana-
tion of the aberration detection approach is provided in [1].

Estimation of the phase delays compensating 
for aberrations

The essence of the proposed aberration correction method 
was that the response function of the virtual point source 
contains the necessary information to restore the aberration 
profile. To extract this profile, a one-dimensional Fourier 
transform was applied to the horizontal line of the B-scan, 
which intersects the virtual point source. The result of the 
Fourier transform provided the amplitude and phase spatial 
distributions, with the phase spatial distribution indicat-
ing the required aberration profile. To denoise the result-
ing phase estimation, the operation of calculating the phase 
spatial distribution was applied to several virtual points posi-
tioned in the same isoplanatic patch, and the results were 
accumulated.

Mathematically, the proposed aberration correction pro-
cedure was composed of several steps. First, a matrix of 
complex numbers Wm,n was obtained from the beamformer 
output, where m was the number of beams and n was the 



	 Physical and Engineering Sciences in Medicine

1 3

Activate the synthetic

aperture mode

Focus

Select and fix the angle

for transmit beamforming

Is there a distorting layer?

Estimate the

beam width

Is the beam narrow enough?

Estimate the phase delays
compensating for aberrations

No Yes

No
Yes

Perform scanning

and store unfocused data

Apply FFT

Extract a phase spectrum

Derive phase delays
from the phase spectrum

Focusing delays

Choose ROI

Detect the presence
of aberraions

Fig. 1   A flow chart summarising the proposed process of aberration correction
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number of samples corresponding to the depths. This 
matrix was obtained using the special diagnostic scanning 
scheme creating multiple focuses. The focuses for these 
measurements must be far apart enough to ensure a degree 
of statistical independence but constrained in space by the 
isoplanatic requirement [25]. Then, the phase distortion 
for each element of the transducer aperture was estimated 
following the procedure outline next.

The calculation of the Fourier transform F  of the 
matrix of complex numbers Wm,n resulted in:

Then the matrix of phase derivatives Im−1,n were calcu-
lated for the transformed matrix:

where arg is the argument operator of a complex number; 
Pk,i  is the element of the complex matrix P; Pk−1,i  is the 
element with the number k − 1, i of matrix P obtained as 
a result of complex conjugation; k  is the beam number, 
k = 1…m − 1 ; and i is the sample number, i = 1… n.

Next, the rows of the phase derivatives matrix were 
obtained and the vector Em−1 was determined:

where Ek is the k-th element of the accumulation vector of 
phase derivatives. This accumulation denoised the estimates.

The phases vector Z with the dimension of m − 1 was 
calculated by adding the sum of previous elements to each 
subsequent element of the accumulation vector of phase 
derivatives E:

where Zk is the k-th element of the phase vector.
From the resulting vector Z, a new vector of phases G is 

created by repositioning the elements and discarding those 
lying outside the spectrum boundaries:

where Gj is the element with the number j of the new vec-
tor of phases; Δ is the spectrum width; and Θ is the angular 
value of the scanning sector, which is equal to π∕2 in our 
experiments.

(1)P = F (W)
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)

(3)Ek =
1

n

n∑
i=1

Ik,i

(4)Zk =

k∑
i=1

Ei

(5)
⎧⎪⎨⎪⎩

j = 1;

for i from
m

2
to (m − 1) if

Θ

m

�
i −

m

2

�
≤ Δ

2
do

�
Gj = Zi and j = j + 1

�
;

for i from 1 to
m

2
if

Θ

m

�
m

2
− i

�
≤ Δ

2
do

�
Gj = Zi and j = j + 1

�
,

The discarding criterion, that is, the spectrum width, was 
calculated using the formula:

where w is the aperture width and λ is the wavelength.
Next, a cubic spline interpolation of the obtained phase 

vector G was performed to obtain a set of correction 
delays Ψprop using our proposed method. The number of 
elements in this delay vector Ψprop was equal to the number 
of receiver elements of the ultrasound transducer:

where interp is the operator for calculating the interpolated 
values of the vector. This resulting a set of correction delays 
was used to correct phase distortions in the selected isopla-
natic patch.

Thus, the principle of the proposed approach to correct-
ing the aberrations was founded on the notion that the lat-
eral representation of the signal in the focal plane can be 
expressed as the Fourier transform of the aperture function. 
The aberrating layer in our model was conceptualised as a 
complex-valued function that multiplies the signals on the 
aperture. Our observations indicate that the aberration dis-
tortions are primarily caused by phase fluctuations in the 
aberrator function. Therefore, to correct these distortions, 
phase correction was applied to the lateral Fourier transform 
of the signal in the focal plane [26, 27].

Reference method for aberration correction

This method [16] implements the time reversal mir-
ror approach [9], which means it is based on the use of a 
second (reference) probe attached to the phantom surface 
opposite the first (multi-element) probe (Fig. 2). The aberra-
tion correction procedure was performed prior to obtaining 
the resulting sonogram. This procedure includes emitting 
a pulse with the reference probe. A pencil-type ultrasound 
transducer with a single element with a circular aperture 
surface of 3 mm2 was used as the reference probe; it acted 
as a nearly point-like source and emitted pulses at a carrier 

frequency of 2 MHz. As the emitted pulse traversed the ROI, 
it reached the elements of the multi-element probe. The sys-
tem measured and stored delays for this emitted signal, and 
the beamformer used these delays to focus the multi-element 
probe on the reference probe. If the amplitude of the signal 

(6)Δ =
2��

w

(7)�prop = interp (G)
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received by the reference probe was sufficient, the aberra-
tion correction procedure was considered complete, and the 
beamformer employed the obtained delays to scan the entire 
frame. Note that the conventional time reversal technique [8] 
does not require delay calculation, and directly reverses the 
received signals, but does require the placement of a source 
inside the phantom. This could not be done, therefore, the 
delays measured for the small probe on the surface were 
used to scan the area inside the phantom.

Ultrasound system

In this study, a Sonomed-500 research ultrasound scanner 
(Spectromed, Moscow, Russia) was used to transmit raw 
data from the synthetic-aperture B-mode path to a personal 
computer (i5-8400 CPU operating at 2.81 GHz and 16 GB 
RAM) for further processing. In addition, a 3.0S19 sec-
tor probe (Medelcom, Vilnius, Lithuania) with a width of 
13 mm, and having 64 elements with a pitch of 290 μm, a 
− 3 dB bandwidth of 1.6–3.7 MHz, and operating at 2 MHz 
carrier frequency was employed for scanning.

Phantom and aberrators

Figure 2 illustrates the configuration on targets of a mul-
tipurpose phantom (Model 539, ATS Laboratories, USA) 

used in the study. The phantom contains nylon strings for 
spatial resolution evaluation, which makes it suitable for 
measuring the performance of the proposed aberration 
correction technique. The speed of sound and attenuation 
measured at 2 MHz in the phantom were 1450 m/s and 
0.5 dB/cm/MHz, respectively.

In each of the conducted experiments, one of three dis-
torting layers was employed. Two of these layers meas-
ured 35 × 26 × 2 mm each and were created using LCD 
3D printing technology [28]. They were specifically des-
ignated aberrator #1 and aberrator #2 in the study and 
were made from photopolymer Industrial Blend by Fun-
to-Do (the Netherlands). The third layer, referred to as 
aberrator #3, was an ex-vivo temporal human bone model 
approximately 70 × 50 mm in size with a thickness of less 
than 4 mm and a density of 1450 mg/cm3. The temporal 
human bone model was obtained from a medical university 
laboratory, where it underwent cleaning and was frozen for 
several months. The speed of sound and acoustic attenu-
ation at 2 MHz in the resin were 2400 m/s and 5 dB/cm/
MHz, respectively, which is comparable with the outer 
table of the skull bone [29]. The shapes of the photopoly-
mer aberrators were obtained via the harmonic function:

where γ0 was the initial phase equal to 180°, A was the 
amplitude equal to 500 µm, L was the aperture width of the 
phased array probe, and l was the distance from the origin. 
One-and-a-half periods and two-and-a-half periods of the 
function were able to fit on the surface of the first and sec-
ond plates, respectively. Thus, both resin aberrators were 
homogeneous; the only difference between them was their 
shape. The aberrations introduced by these plates were esti-
mated and compared to those created by the ex-vivo tem-
poral bone. Aberrators #1 and #2 yielded root mean square 
(RMS) values of 39 and 97, respectively. Thus, aberrator 
#2 was slightly stronger than would be expected in an in-
vivo observation, as an RMS in the temporal bone model 
presented by aberrator #3 was 44 ns and, according to the 
literature [30], the mean RMS in skull samples has been 
found to be 60 ns. It is worth noting that the temporal skull 
bone represented by aberrator #3 had irregular thickness. Its 
distortion profile changed along the lateral and elevational 
coordinate, while the distortion profiles of the photopolymer 
aberrators changed along the lateral coordinate and did not 
change along the elevational coordinate. Thus, aberrators #1 
and #2 were simplified models. Although they posed some 
of the properties of skull bones, they were not intended to 
mimic any specific tissue but served as a general model. 
They allowed us to better predict and verify the aberration 
profiles estimated in the correction process.

(8)A ⋅ sin
(
180

◦

⋅ l∕L + �0
)Fig. 2   Positioning of the probes according to the reference aberration 

correction method in relation to the distortion layer and ultrasound 
phantom
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Just before the experiments, aberrators #1 and #2 under-
went a 30-min degassing process in the vacuum chamber 
with the air pressure maintained at less than 2 ppm using a 
pump (VALUE VE-2100, China). The temporal bone model 
was rinsed with deionised water and then rehydrated over-
night in degassed deionised water inside the vacuum cham-
ber to remove air. The ultrasound sector probe was securely 
mounted on a tripod to minimise unwanted vibrations and 
position it accurately. To attach the distorting plates to the 
ultrasound probe, a custom holder was 3D printed from PLA 
plastic. To fit the holder snugly on the probe, 3D scans of 
the probe were performed, and this information was used for 
3D printing. The aberrator was attached to the holder under 
the emitting surface of the probe, using a special fastener on 
the printed holder.

Experimental procedure

First, the sector probe was placed on the phantom’s surface 
such that the ROI covered the target. The space between the 
emitting surface of the probe and the phantom was filled 
with degassed water. The scanning was performed in the 
synthetic aperture mode, and an array of unfocused data was 
generated of the size d × d × g , where d was the number 
of probe elements and g was the number of samples. This 
data array obtained for a case without a distortion layer was 
transferred to a personal computer for further processing and 
generation of a sonogram.

Then, a distortion layer, that is, the aberrator, was placed 
in the space between the probe surface and the phantom. For 
this step, the plastic holder with the previously mentioned 
specific fastener was put on the probe. The same scanning 
procedure described in the previous paragraph for the case 
without aberrations was repeated here for each of the three 
distortion plates. These acquired data arrays were also trans-
ferred to a personal computer. In total, the data acquisition 
process was repeated five times for each aberrator and the 
case without a distorting layer. Before each repetition, the 
probes were relocated away from the phantom and then put 
back so that their relative positions could vary slightly.

In-house C +  + code was run on a personal computer in 
the Microsoft Visual Studio environment read the data and 
built the sonograms for each of the arrays of unfocused 
data. These sonograms were built without performing any 
aberration correction. Next, for each of the data arrays 

obtained with the distortion plates, a correction was per-
formed in each ROI according to the procedure described 
earlier in the “Proposed method for aberration correction” 
and “Reference method for aberration correction” sections. 
For each sonogram, the quality of focusing was assessed, 
where:

A) For resolution test objects, which are the 120 μm 
hyperechoic strings positioned according to the scheme 
shown in Fig. 2. The RMS width of the angular intensity 
distribution was estimated using the formula:

where � was the slope angle of the probing beam and �0 was 
the position of the peak intensity, and

where A(�) was the intensity distribution, while a and b 
were the integration limits determined by the intensity drop.

B) For the same objects, the peak intensity was calcu-
lated using the formula:

For further analysis, see Table  1, which contains 
the correlation coefficients r for the aberration profiles 
obtained with the proposed method relative to those 
acquired with the reference method using the formula

where i was the current number of the probe element, and 
Ψref  and Ψprop were the sets of correction delays obtained 
using the reference and proposed method, respectively.

In addition, to explore the relationship between the 
quality of correction and the number of lines and cor-
rection angles, the investigation was conducted using the 
medial target and aberrator #1 as an example. To achieve 
this, the number of lines varied from 1 to 40 while main-
taining a fixed correction angle of 0.2°. Subsequently, the 

(9)� =

√√√√√∫ b

a
A(�)

(
� − �0

)2
d�

∫ b

a
A(�)d�

(10)�0 =
∫ b

a
A(�)�d�

∫ b

a
A(�)d�

(11)Amax = max {A(�)}

(12)
r =

∑d−1

i=0
Ψref ,iΨprop,i�∑d−1

i=0

���Ψref ,i
���
2 ∑d−1

i=0

���Ψprop,i
���
2

Table 1   Correlation coefficient 
values for the phase distortion 
curves relative to the curves 
obtained using the reference 
correction method

Correction method Type of target Aberrator #1 Aberrator #2 Aberrator #3

Reference Entire frame 1.000 1.000 1.000
Proposed Close 0.854 0.709 0.446

Medial 0.784 0.449 0.696
Lateral − 0.271 –0.738 0.755
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correction angle was adjusted within the range of 1° to 2° 
while keeping the number of lines constant at 40.

Results

Figure 3 demonstrates fragments of the sonograms with 
the target objects before and after aberration correction. 
The right column in Fig. 3 displays all three targets in their 
undistorted states. The left column demonstrates the effect 
of defocusing, resulting in the doubling of targets caused 
by aberrator #1. The subsequent column exhibits the target 
tripling induced by aberrator #2. The column “Aberrator 
#3” shows signs of defocusing due to the passage of the 
wave through an ex-vivo bone. It is important to note that 
the presence of distortion layers significantly reduces the 
signal’s dynamic range for all aberrators. In most cases, the 
angular width can be narrowed using either of the correc-
tion methods.

Figure 4 shows the instances of dependence of angular 
intensity distribution obtained from the same data as the 
fragments of sonograms in Fig. 3. In the presented instances 
for the medial target and aberrator #1, both correction meth-
ods gave approximately the same results. Notably, for most 
of the studied targets, the proposed method surpassed the 
reference one.

Based on the plots in Fig. 4, the numerical criteria for 
focusing quality were calculated and presented in Fig. 5. 
The value of parameter α increased while the value Amax 
decreased in the presence of aberrations. The largest 

deviation of the mean value of the parameter Amax was 
recorded for the close target with aberrator #2 and amounted 
to 2.791 times for the proposed method relative to the case 
without correction. Meanwhile, the reference method for 
this target showed a slight decrease in Amax relative to the 
case without correction. The worst result was obtained for 
aberrator #2 and the lateral target when corrected by the 
reference method, where the mean value of Amax changed 
by 0.682 times; in contrast, when corrected by the proposed 
method, this target showed an improvement of 1.764 times 
compared to the case without correction. The experiments 
demonstrated the potential to reduce the RMS width of 
angular distribution by up to 58% when comparing the data 
without correction to the data obtained employing the pro-
posed method for aberration correction for the close target 
and aberrator #1.

Figure 6 and 7 illustrate the sets of phase delays employed 
to adjust the focus and compensate for the aberration effect. 
The phase shifts in Fig. 6 were obtained using the proposed 
method, while the curves in Fig. 7 were obtained employing 
the reference aberration correction method. The phase delay 
sets from Fig. 6 were utilised to generate the sonograms shown 
in Fig. 3. It is evident from Fig. 6 that the sets of phase delays 
were unique and not repeated. Furthermore, for aberrator #1, 
the phase spread of two out of three targets did not exceed 
the range of -50° to 50°. For aberrator #3, the phase spread 
remained within the range of − 70° to 50°, and for aberrator 
#2, the phase spread of two out of three targets fell within the 
range of − 220° to 250°. It is worth noting that the reference 

Fig. 3   Instances of the sonogram fragments. The width is plotted in rays along the horizontal direction and the depth is plotted in samples along 
the vertical direction
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method for aberration correction only allows for the calcula-
tion of a single set of delays for the entire frame.

Table 1 presents the correlation coefficient values between 
the sets of phase delays obtained using the proposed correction 
method and the curves generated by the reference correction 
method. The curve that closely matches the reference curve 
was obtained for the close target and aberrator #1, with a cor-
responding correlation coefficient of 0.854.

Figure 8 illustrates the relationship between the angular 
intensity distribution and the correction angle, as well as the 
number of lines utilised for correction. During the experiment, 
the greatest peak intensity was observed when employing the 
highest number of lines, which amounted to 40. This value 
exceeded the peak intensity achieved with 30 lines by 5.4%. 
Notably, the highest intensity was attained at a correction angle 
of 0.2°, and any deviation from this value led to a decrease in 
intensity.

Discussion

The paper investigated the possibility of applying a new 
method for the correction of ultrasound signal aberrations. 
The experiments were conducted using a scanner with a 
64-element phased array probe operating in the synthetic 
aperture mode at a centre frequency of 2 MHz and an 
ATS phantom designed to test the resolution. By testing 
the method on targets positioned in different areas of the 
phantom (i.e., close, medial, and lateral), it was demon-
strated that phase distortions can be effectively corrected. 
To evaluate the outcomes, quantitative focusing quality 
criteria were employed to compare the results obtained 
using both the proposed and reference methods, as well as 
the uncorrected cases. This comparison revealed promis-
ing results.

Fig. 4   Dependence of the angular distribution of echo signal intensity 
with the 30° range for various scenarios: without correction (—); ref-
erence correction method (—); and proposed correction method (∙∙∙). 

The horizontal axis represents the angular coordinates ranging from 
− 15° to 15°, while the vertical axis represents the echo signal inten-
sity. The curves correspond to the instances depicted in Fig. 3
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The peak intensity of the echo signal ( Amax ) and the 
width of the angular intensity distribution (α) were used to 
evaluate the performance of the algorithms. The rationale 
behind selecting these metrics is presented in the following 
paragraph.

The greater the peak intensity of the echo signal the 
more energy is restored through the aberration correction 
process. The width of the angular distribution decreases as 
the sidelobes diminish. Therefore, higher peak intensity and 

narrower width of the angular distribution compared to the 
pre-correction case indicate that the aberration correction 
method has achieved a sharp focus.

Based on the information presented in Fig. 5, it was 
observed that, in certain cases, when an aberrator was pre-
sent and the correction procedure was performed, the RMS 
width of the angular distribution α was smaller compared 
to when no aberrator was present. However, this does not 
necessarily imply that focusing after correction is superior 
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Fig. 5   Focusing quality criteria: RMS (α) and peak (Amax) angular 
intensity distribution of the echo signal for the case without any cor-
rection ( ), as well as the cases corrected using the reference method 

( ) and the proposed method ( ). These evaluations were conducted 
considering three distorting layers and the case where no aberrator 
was present
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to that without a distortion layer. This result is attributed to 
the energy loss that occurs when the ultrasonic wave passes 
through the distortion layer and at the interface, which 
causes a decrease in the peak intensity value Amax resulting 
in a reduction of the α value.

The data presented in Table 1 demonstrate a weak cor-
relation between the phase correction curves obtained using 
the proposed method and the reference method for phase 
aberration correction. The correlation coefficient was not 
close to 1.000, with the highest value being 0.854 obtained 
for the close target and aberrator #1. In this experiment, 
the RMS width of the angular distribution was 6.3% larger 
and the peak value was 12.9% lower compared to the refer-
ence correction value. Additionally, the lowest correlation 
coefficient was observed for phase corrections performed 
on the lateral target with aberrator #2. When comparing 
the performance of the proposed method with the reference 
method for this target, using the aberration presence criteria 
shown in Fig. 5. It was observed that the proposed method 
achieved a 25% improvement in the RMS width and a 1.764-
fold increase in the peak value of the echo intensity distribu-
tion. In contrast, the reference method resulted in a degrada-
tion of both parameters when compared to the uncorrected 
data. For both targets, negative correlation coefficients were 
observed with aberrator #1 and #2. A negative correlation 

Fig. 6   Estimation of the dependence of phase distortions on the element number depending on the target and aberrator. The element number is 
plotted on the horizontal axis, and the phase shift in degrees is plotted on the vertical axis

Fig. 7   Curves of the phase shifts estimated with the reference method 
for aberration correction with aberrator #1 (—), aberrator #2 (—), 
and aberrator #3 (∙∙∙)
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indicates an inverse relationship, meaning that an increase in 
the curve generated by the proposed method corresponds to 
a decrease in the curve obtained with the reference method. 
In these cases, the results of the correction using the pro-
posed method were more successful than with the reference 
method. This can be attributed to the lateral target’s position 
away from the axis between the probes, which highlights the 
adaptability of the proposed method.

Figure 8 illustrates the curves representing the angular 
intensity distribution obtained for the medial target and aber-
rator #1. Upon analysing this figure, it becomes apparent 
that the peak value was influenced by both the angle and 
the number of correction lines.. Deviating from the optimal 
values of 0.2° and the maximum number of lines leads to 
the emergence of a side lobe on the left side of the target, 
thereby degrading the resolution.

The paper represents an advancement of research on the 
subject of aberration correction [9, 25], as it introduces a 
simple yet effective method to reduce phase distortions. It 
is necessary to employ high transmit pressures to compen-
sate for the losses caused by the bone’s high reflection and 
attenuation when using this approach for imaging through 
the skull. Therefore, this approach can be used for aberration 
estimation, involving the calculation of a distortion curve 
as depicted in Fig. 6. The resulting curve can be utilised to 
correct aberrations during a conventional firing event [22] 
when the complete set of array elements is used. However, 
if elements of the array are employed for transmission sepa-
rately as it is usually done in the synthetic aperture method, 
they will not generate sufficiently high pressures, which will 
consequently result in a degradation of image quality.

The proposed method demonstrated a relatively fast 
processing speed. In our experiments, the time required 
to generate a sonogram in the synthetic aperture mode 

without aberration correction averaged 8.580 ± 0.503 s. 
Comparatively, the reference correction method took 
9.314 ± 0.530  s, while the proposed method took 
9.051 ± 0.542 to generate a corrected image. However, a 
limitation of the method proposed in this study is that its 
implementation necessitates the use of an aperture syn-
thesis mode and access to raw RF data, which restricts its 
applicability in conventional scanners.

In the future, the proposed method will undergo test-
ing for the simultaneous correction of the entire frame. It 
is important to note that achieving high-quality correction 
for the entire frame requires each beam to have at least one 
unique set of correction delays. Additionally, the depend-
ence of phase distortions on depth is not as explicit as it is 
on beam number [15, 16]. Moreover, the reference method 
and its variations, which are considered the “gold standard” 
in ultrasound imaging, necessitate the use of two coaxially 
located probes. This setup limits the applicability of the ref-
erence method as it cannot correct the entire frame in many 
imaging scenarios as correction would require repositioning 
the calibration probe. Therefore, the proposed method for 
aberration correction offers a broader range of applications 
compared to the reference method.

Directly comparing the results obtained in this study with 
those of other researchers [14, 15, 21, 25] was challeng-
ing due to the use of different metrics by various scientific 
groups and the fact that each group either collected its own 
dataset or employed a custom ultrasound machine for real-
time testing. However, for those interested in reproducing 
the results obtained in this study or comparing the proposed 
method to other aberration correction methods, a publicly 
available ultrasound dataset can be utilised. Additionally, 
there is an option to either run C +  + code in MS Visual Stu-
dio or use the executable file of our dedicated open-source 

Fig. 8   Dependencies of the angular intensity distribution: a on the correction angle: − 1° (—), − 0.5° (∙∙∙), 0.2° (—), 1° (-∙-), and 2° (—); b on 
the number of lines at the correction angle of 0.2°: 1 (—); 4 (-∙-); 15 (—); 30 (∙∙∙); and 40 (—)
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software, which implements aberration correction based on 
the proposed method [31].

Conclusion

The presented technique offers significant performance 
improvements and holds great potential for addressing 
critical clinical issues associated with ultrasound. Future 
research can focus on expanding the scope of correction 
and testing the method in in-vivo studies, as the wire targets 
used in the phantom were solely employed for demonstra-
tion purposes and are not crucial to the functionality of the 
proposed technique.
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